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Abstract 
The paper presents the application of model-
based systems technology within a decision sup-
port system for drinking water treatment plants. 
This system aims at detecting deviations from 
normal plant operation, identifying their possible 
causes, and proposing adequate remedial inter-
ventions. Its basis is a library of model frag-
ments that represent intended processes, distur-
bances, and possible interventions. Based on 
these fragments and the available observations, 
possible models of the disturbed plant behavior 
are generated automatically as a solution to the 
diagnostic task. An extension of such a model by 
models of interventions such that the result is 
consistent with remedial goals represents a pos-
sible therapy proposal. Exploiting the respective 
basic problem solving algorithms in an interac-
tive decision support system for plant operators 
requires finding a mapping between their views 
on the plant operation and the representations 
and procedures of the model-based problem 
solver. This is not straightforward, because we 
cannot assume that the operator is familiar with 
the model library and because even if this were 
the case, the automated process of model con-
struction is not transparent to him. We present a 
specification of the decision support system, the 
interaction between the user and the system.. 

1 I nt r oduct ion 
Knowledge-based systems provide a means for making 
expert knowledge available to non-experts or special ists 
lacking comprehensive knowledge of a certain domain. 
This feature is of particular interest in the domain of 
ecology and environmental problems because every indi-
vidual, institution, or company affects the environment 
(usually in a destructive way) but cannot be expected to 
have a proper understanding of this impact and of ways 
to prevent or counteract it. Environmental decision sup-
port systems have to capture domain knowledge of ex-
perts in the field of ecology and/or environmental issues 
and facil ities for enabling the users to state information 

about their particular problems, for generating answers 
and solutions based on this information and the domain 
knowledge, and for presenting them in a comprehensible 
manner.  
We chose model-based systems to approach this ambi-
tious goal. Some fundamental assumptions our work are 
The domain knowledge can be represented by a set of  
generic, independent, and, hence, re-usable model frag-
ments (“processes” ) that describe the relevant phenomena 
and are col lected in a library (“domain theory” ). 
• The user faces two distinct tasks: situation assess-

ment (understanding “What goes on?” ) and therapy 
proposal (“What can be done?” ). 

• A proper answer to situation assessment is given by 
a model that can be composed from the l ibrary and 
“explains”  the partial information about a situation 
that is available to the user, and, similarly, 

• an adequate therapy can be found by finding an ex-
tension of the situation  model by feasible actions 
that satisfies a set of behavior goals. 

The basis of our solution is a novel integration of logical 
theories and implementations of process-oriented model-
ing ([Forbus 84]) and consistency-base diagnosis ([de 
Kleer-Mackworth-Reiter 92], [Dressler-Struss 96]). In 
this paper, we wil l  not restate the formal theories and 
technical details which have been described in [Struss-
Heller 01] and [Heller-Struss 02], but just summarize the 
concepts and focus on discussing how a decision support 
system can be based on them.  
The application context for our work is a water treatment 
plant. While this is not exactly an environmental system, 
i t seems to be a good starting point: On the one hand, it 
comprises physical, chemical, and biological processes 
with only partial and qualitative knowledge and informa-
tion available, like an ecological system. On the other 
hand, it has a fixed structure and a limited set of relevant 
phenomena which makes it a good target for a first trial. 
Furthermore, it is possible to validate and evaluate the 
decision support system for operators in real plants, and 
there is a smooth transition to real environmental and 
ecological systems by including phenomena that affect 
the natural water sources (e.g. algal bloom as in [Struss-
Heller 01]). 
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In the next section, we       describe the main aspects of 
the water treatment process highlighting potential prob-
lems and remedies. In section 3, we summarize the mod-
eling formalism and i llustrate i t with examples from the 
water treatment domain theory. Based on this, we present 
the situation assessment and the therapy proposal com-
ponents..  

2 The T r eat ment  Pr ocess 
The water to be treated is col lected from a natural source 
l ike a river (e.g. Rio Guaíba) or a reservoir (e.g. Lomba 
do Sabão). After having been pumped to the water treat-
ment plant, it passes through the fol lowing sequence of  
process steps which we wil l explain in more detai l below: 
 
ARRIVAL CHAMBER → ARRIVAL CANAL  → 
CHICANERY  → DECANTATION TANK → 
DECANTED WATER CANAL →  FILTERS → FILTRED 
WATER CANAL 

2.1 Arr i val  chamber  
• Pur pose: to reduce the amount of algae or mol-

lusks. The color (green or brown) indicates the 
presence of algae. The remedy is to add an oxi-
dation agent (Copper Sulphate, Activated Car-
bon or Ozone). 

• Possible pr oblem: Color remains green or 
brown, because the algae are sti ll present.  

• Ther apy: Increase the amount of oxidant agent 
or change the oxidant agent. 

2.2 Arr i val  canal :  
• Pur pose: Pre-chlorination and pre-

alkal inization. If the alkal inity ≤19 and pH ≤ 6.5, 
then the actions are applied such that alkal inity ≥ 
20 and  6.5 ≤  pH  ≤ 7. If necessary, first chlo-
rine is added to the system to react with the or-
ganic materials and remove them. 

• Possible pr oblem: If there is too much organic 
materials (either solid or dissolved), then too 
much chlorine has to be added, resulting in an 
overly decreased pH. When it is below 6, unde-
sired substances (trichloramines) will appear. 

• Ther apy: It is necessary to increase the pH. It 
can be done by using CaCO3 in order to increase 
the pH to the desired range (6-6.5) which is 
needed for the Aluminium Sulphate to react (see 
next step). If trichloramines appear, they should 
be removed by means of Aluminium Sulphate 
(what may again decrease the pH). 

• Possible pr oblem: The reaction may not be ef-
fective, and there will  be a high concentration of 
NH3. As a consequence, more chloramines will  
appear. 

• Ther apy: Change the oxidation agent (instead of 
chlorine, move to ClO2 or O3) or leave the re-
moval to the next step. 

• Possible pr oblem: If there is no oxygen in the 
water, then the (aerobic) decomposition process 
can not occur. Natural ly, anaerobic bacteria (and 
fungi) may continue the process. However, this 
anaerobic decomposition is too acid. This will  
reduce the pH even more and, given that there is 
chlorine, the chloramine concentration wil l  in-
crease. 

• Ther apy: Change the oxidation agent (instead of 
chlorine, move to ClO2 or O3) or leave the re-
moval to the next step. 

• Possible pr oblem: After adding chlorine, there 
is sti ll  organic matter in the water because chlo-
rine reacts with salts (other oxidizable com-
pounds, coming from the agriculture, industries, 
sewage, material brought by the rain-runoff). 

• Ther apy: Change the oxidation agent (instead of 
chlorine, move to ClO2 or O3) or leave the re-
moval to the next step. 

• Possible pr oblem: After adding CaCO3 (Pre-
alkal inization), the pH may not increase because 
CaCO3 is reacting with other substances or there 
is another reaction producing more H+, and the 
CaCO3 concentration is not high enough to re-
move it. 

• Ther apy: Increase the doses of CaCO3. Another 
possible therapy is to use NaOH instead of 
CaCO3 (which may bring along metal com-
pounds that wil l contaminate the water). 

2.3 Chi canery  
• Pur pose: Here the water goes through three 

processes: reaction with Aluminium Sulphate 
(Al2(SO4)3), stirring of the water  and coagula-
tion. The objectives are the removal of dissolved 
substances (NH3, NO2, NO3 etc) and solid (un-
dissolved) substances (algae, organic material, 
soi l , salts etc). Al2(SO4)3 dissociates in the wa-
ter producing positive charges (Al+++) and 
negative charges (SO4--) which attract opposite 
charges of dissolved and undissolved substances 
and form the flocks. The water is stirred in order 
to create bigger flocks (by agglutination of 
smaller ones) which is achieved by a slope and 
curves and obstacles in the tank. Thus, the prob-
abili ty of contact of molecules with different 
charges increases resulting in an increased size 
of the flocks. 

• Possible pr oblem: the substances are not re-
duced. 

• Ther apy: Increase the doses of Aluminium Sul-
phate. 

• Possible pr oblem: even increasing the doses of 
Aluminium Sulphate does not reduce the sub-
stances, because the pH is not adequate (it has 
not been corrected in the previous step).  

• Ther apy: Increase the doses of Aluminium Sul-
phate to reduce the pH (i f the pH is above the 



level needed), or increase the CaCO3 doses in 
the previous step to increase the pH. 

• Possible pr oblem: It may happen that the chi-
canery is clogged by material contained in the 
water or living animals ('mollusks'). 

• Ther apy: remove the material. 
• Possible pr oblem: flocks are not created be-

cause the pH is not adequate. 
• Ther apy: Increase the doses of Aluminium Sul-

phate to reduce the pH (i f the pH is above the 
level needed), or increase the CaCO3 doses in 
the previous step to increase the pH. 

2.4 Decantat i on tank  
• Pur pose: separation between solid and liquid 

phases, that is, flocks and water. The water flows 
through the tank at a low speed. During this pe-
riod, the flocks sink to the bottom of the tank, 
forming a growing layer. At the end of this step, 
color and turbidity are measured. 

• Pr oblem: too many flocks at the end (which will  
cause problems in the next step) due to too much 
accumulation of flocks and other material at the 
bottom of the tank. 

• Ther apy: Removal the sludge from the bottom 
of the tank. 

• Pr oblem: a layer of fat on the surface of the wa-
ter due to undetected polluted water. 

• Ther apy: Removal the fat of the surface. 
• Pr oblem: The color is outside the operating 

standards of the plant, but indicates salts and 
other substances dissolved in the water. 

• Ther apy: Increase the amount of Aluminium 
Sulphate in the previous step. 

• Pr oblem: After increasing the doses of Alumin-
ium Sulphate the color is sti ll  above the l imits. 

• Ther apy: If possible, adopt the tertiary treat-
ment (by using activated carbon or ozone). If the 
treatment plant does not have tertiary treatment, 
then stop the water distribution and wait. 

2.5 Decantat i on water canal   
• Pur pose: chlorine is added to the water again 

(interchlorination) in order to guarantee the oxi-
dation of any organic matter that has not been 
removed and to leave free chlorine in the water. 
This free chlorine will  kil l  the bacterias that may 
stil l be found in the water. 

• Pr oblem: chlorine reduces the pH too much re-
sulting in the possibi li ty that the reaction with 
the organic matter creates trichloramines. 

• Ther apy: Alkalinization in this canal by adding 
CaCO3. (Creates the risk that CaCO3 remains in 
the water and creates problems in the fol lowing 
fi l tering step). 

2.6 Fi l ters  
• Pur pose: During this stage, small flocks that 

have not been removed and, perhaps, algae and 
bacteria (micro organisms) are retained in layers 
of sand. The objective is to remove material and, 
thus, reduce color and turbidity. When the water 
leaves the fi lters, i t has to be within the legal 
standards. 

• Pr oblem: The fi lters are not effective because 
they accumulated too many flocks and organ-
isms. 

• Ther apy: Direct water to different fi l ters and 
clean the dirty fi l ters or replace the sand. 

 
2.7 Fi l tered water canal  

• Pur pose: Final adjustments in the water are 
made. Measurements of alkal inity, pH, color, 
turbidity, free chlorine concentration are made at 
the exit of the fil ters. 

• Pr oblem: pH is too low. 
• Ther apy: Alkalinization (until  i t gets the range 

6 - 6.7). 
• Pr oblem: Free chlorine concentration is too low. 
• Ther apy: Add chlorine (until  this concentration 

is between 1,5 to 3 ppm). 
• Pr oblem: Color and/or turbidity is not within 

the legal standards. 
• Ther apy: tertiary treatment (in order to remove 

dissolved substances and change the color, and 
the undissolved substances to change the turbid-
ity).  
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Figure 1 Architecture of the decision suppor t system 

3 M odel ing 
In the fol lowing, we summarize the modeling formalism 
that provides the foundation of the decision support sys-
tem and il lustrate i t with some examples from the water 
treatment application. According to the compositional 
modeling approach, this is spli t into two parts:  



• The domain theory which represents the general 
knowledge in terms mathematical axioms and a l ibrary 
of behavior constituent types (i.e. generic processes). 
• The situation description capturing the information 
about a specific system in a specific state stated in 
terms of perceivable objects, their interrelationships, 
and values of object variables (e.g. measurements). 
(see Table 1). 
 We fol low the principles of structure-to-behavior 
reasoning and compositional modeling and provide a 
general ization of both component-based and process-
based modeling paradigms. According to this view, the 
system model (or system description) consists of two 
parts: the domain theory and a situation description. 
The diagram in Figure 1 provides an overview, and we 
briefly discuss each part. 
3.1 Domain Theory  
The domain theory captures what we know about the 
domain, i. e. al l  systems of a certain class (e. g. hydro-
logical ecosystems or water treatment plants). We dis-
tinguish structural elements (objects and relations) 
from behavior constituents (which might be processes 
or other model fragments). The ontology consists of  
 
 Domain Theory 
  Ontology 
   Object Types (hierarchical) 
   Object Relations  
   Quantity Types  
                                    Behavior Constituent Types 
   Structural Conditions (objects and relations present) 
   Quantity Conditions (constraints on quantities) 
   Structural Effects (objects and relations created) 
   Quantity Effects (constraints and influences) 
  Basic Axioms 
 Situation Description 
  Objects 
  Relation Tuples 
  Quantity Value Assignments 

Table 1 Structure of system models 

• object types which occur in structural descriptions, for 
instance types of components in a device (resistor, 
broken wire), spatially distinguished entities (layers of 
a water body, pipes, tanks), etc. Object types can be 
structured hierarchically. 

• relations for characterizing "configurations" of ob-
jects. Examples are spatial relationships (contained-in, 
below), connectivity of components, etc. Some impor-
tant properties of relations (like uniqueness) can be 
specified. 

• quantities as the basic elements for behavioral descrip-
tions. Different quantity types (with different do-
mains) can be defined and objects of a given type can 
be supplied with a number of associated quantities 
with given roles (e. g. the resistance of a resistor, the 
concentration of dissolved iron in a water tank etc.). 

Figure 2 shows part of the object hierarchy of the water 
treatment domain theory. Some objects (such as water 
tanks) serve as “spatial locators”, i.e. define the (unique) 
location of spatial objects (e.g. substances). Figure 3 dis-
plays some relations and their properties. 
The domain theory also has to provide a vocabulary for 
behavior descriptions and the inferences that derive 
behavioral constituents from a structural description. It 
introduces 
• behavior constituent types. These are physical phe-

nomena which are considered to contribute to the be-
havior of the overall system. They can represent basic 
component laws (Ohm's Law, logical-or) or processes 
like in the Qualitative Process Theory, QPT ([Forbus, 
1984]). Examples are alcalinization, water transport or 
algal blooms. They occur deterministically under cer-
tain conditions, and their occurrence generates particu-
lar effects.  

Applying the distinction between structural and quantity 
aspects to both conditions and effects, we obtain 
• structural conditions: assertions about the exis-

tence of relations and objects (e. g. of sedimental 
iron) 

• quantity conditions: statements about values of 
quantities (e. g. a low pH in the reservoir) 

• structural effects: creation or possibly even el imi-
nation of objects and relations (e. g. the "genera-
tion" of dissolved iron from the bound sedimental 
one) 

• quantity effects: can be expressed as restrictions 
on variables (e. g. the dissolved iron concentration 
rises with the sedimental iron concentration and 
lower pH). Here, we also al low for partially speci-
fied effects in the form of influences as in QPT. 

The abstract form of a behavior constituent type can then 
be written as 

StructuralConditions ∧ QuantityConditions    
�    StructuralEffects ∧ QuantityEffects 

More precisely, we state that for each constellation of 
objects satisfying the structural and quantity conditions, 
an instance of the behavior constituent occurs and im-
poses the respective effects on the constellation.  
Figure 4 shows a process in a graphical and a textual no-
tation. 
Additionally, we include a section for the fundamental 
laws that determine the mechanisms of model formation, 
how influences combine and prediction over time (conti-
nuity, integration etc.). These "basic axioms" cannot be 
specified arbitrarily by the modeler but rather represent 
the domain independent laws like the one of behavior 
constituent occurrence stated just above. 
At this point, we make almost no commitment w. r. t. the 
quantity domains (symbolic, qualitative, real, ...), the for-
malism for specifying the quantity effects (constraints, 
differential equations, ...), and the expressiveness of struc-
tural conditions and effects (e. g. non-existence of certain 
objects as condition or destruction of objects as a struc-
tural effect). 
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Figure 2 Par t of the water treatment object hierarchy 
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Figure 3 Object relations 

 



Water1: LiquidLocator
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LivingAlgae
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Ozone contained-in Water
LivingAlgae contained-in Water

Quantity conditions:
concentration of Ozone greater than zero
concentration of LivingAlgae greater than zero

Structural effects:
DeadAlgae contained-in water

Quantity effects:
Positive influence on concentration of DeadAlgae
Negative influence on concentration of LivingAlgae

 
 

Figure 4 Process „ Ozone killing algae“    



3.2 Si tuat i on Descr ipt i on 
A particular system under consideration is characterized 
by i ts object structure, i. e. instances of the object types 
and individual tuples of object relations (for instance the 
components and the connection structure of a device). In 
the fol lowing, we wil l  refer to both objects and relation 
tuples as structural elements. 
A particular situation of the system is characterized by 
quantity value assignments. Dependent on the task and 
context they may represent actual measurements (e.g. an 
increased amount of iron in the drinking water), specifi-
cation of goals (a certain amount of iron), mere hypothe-
ses, etc 

3.3  Represent i ng Act i ons 
For the task of therapy proposal we need to represent 
actions that affect the behavior of the system. These ef-
fects are the ones introduced above: the creations of ob-
jects and/or object relations and imposing influences and 
constraints on quantities. Actions may have certain 
physical preconditions for their applicabil ity which can 
be stated in terms of structural conditions and quantity 
conditions. However, unlike ordinary processes, they do 
not become automatical ly active when these physical 
preconditions are satisfied. They have an additional pre-
condition to become effective: some human intervention. 
Such an intervention can be an entire sequence of human 
activities (fil ling a container with some substance, con-
necting it to a treatment tank by a pipe, and opening a 
valve) which has to be taken into account when actually 
planning the work or estimating its costs. However, from 
the point of view of reasoning about adequate therapies, 
i t suffices to regard them as atomic entities. Hence, an 
easy way to integrate actions in the modeling formalism 
is to represent the human interventions as a special kind 
of objects, called action tr igger s, whose existence is a 
structural condition of the respective actions.  
Since action triggers only depend on the decision and the 
respective activities by humans, they can never appear as 
structural effects of processes or other actions. Further-
more, we have to make sure that different action in-
stances have different action trigger objects, even if they 
are instances of the same action type. Otherwise, several 
instances of an action type could be triggered by the 
same object. One way to achieve this within our model-
ing formalism without additional concepts is to guarantee 
that action triggers have a location that is unique to every 
instance of an action type. For instance, i f a container has 
several connections to other tanks, the trigger of an 
open_connection action has to be specific to each open-
ing rather than the container, because in the latter case, 
the opening of one connection would also trigger the 
opening of all others. 

3.4  Deviat i on model s 
Often, it is not even relevant to situation assessment or 
therapy proposal to consider the absolute values of quan-
tities. Rather, i t can be sufficient to reason in terms of 

(quali tative) deviations from nominal values only. For 
example, they can be used to express that a chlorine sup-
ply which is higher than normal tends to make the pH 
lower than the specified range. 
Descriptions of deviations can reflect the fact that i t may 
be unnecessary or impossible to specify the normal be-
havior exactly and numerical ly. For each variable, such a 
deviation can be represented as 

∆x := xact - xref. 

The deviation models can be generated from the absolute 
models and propagate deviations from some nominal or 
reference behavior (which is possibly left unspecified). In 
the situation assessment phase, one may start from a de-
viation from the goal state which is indicated by meas-
urements and try to find deviations of other quantities 
that cause the former. 

4 Si tuat ion Assessment  Component  
As stated earl ier, the first task to be solved is to deter-
mine hypotheses about the current situation based on 
available information about the system, i .e. observations. 
If the observations are true statements about all  relevant 
objects involved in the system, situation assessment 
would just have to determine the active processes en-
tai led by them. In general, observations are incomplete 
and may contain uncertain information. For instance, i f 
the iron concentration of the incoming water is not meas-
ured, then a statement about iron is either missing or only 
a guess (e.g. a default value of the concentration). In this 
case, situation assessment has to complete the description 
provided by the user (e.g. hypothesizing the existence of  
iron) and/or revise uncertain information (e.g. the default 
concentration).    
Therefore, we al low for user-defined assumptions to 
quali fy quantity assignments. Assumptions can also be 
used for the existence of structural elements. 
The completion of the situation description cannot be 
arbitrary. Some objects may simply be “ introduced”  
without any further explanation, such as iron in the in-
coming water, whereas others are only accepted if they 
fol low from the rest of the model, e.g. iron in the treated 
water. To this end, certain object types can be named as 
being introducible to allow the addition of objects of the 
respective type to the system model. This provides the 
most important means for controlling the problem solv-
ing task, since a more restrictive set of introducibles re-
quires to "deepen" the search for causes. Introducibles 
specify what cannot be expected to be explained and, 
hence, represent the model boundary. For example, one 
could accept that iron can appear in the incoming water 
without further justi fication, whereas iron in one of the 
treatment tanks and its concentration has to be derived 
from the activity of other processes (upstream), 
On the basis of defeasible assumptions as well as intro-
ducible elements, one can now define the set of accept-
able solutions of situation assessment as the minimal 
consistent allowable structures in which a maximal set of 



user-defined assumptions holds. A structure is defined to 
be allowable, i f it contains at least the structural elements 
specified by the user as facts (without assumption) and 
all  other structural elements are either introducible or a 
necessary consequence of an occurring behavior con-
stituent (by ways of structural effects). Obviously, a 
structure missing necessary structural effects is not con-
sistent with the laws of behavior constituent occurrence, 
therefore solutions always include all such effects. 
Minimality is understood w. r. t. set inclusion. Note that 
we do not use the absolute cardinali ty of structural ele-
ments present in a solution as a cri terion for preferring 
one solution over another, we just exclude "unnecessary" 
or "superfluous" objects from being included in a solu-
tion. 
Based on the four categories fact, assumption, introduc-
ible, and consequence, Figure 5 i llustrates input and out-
put of this step in the decision support system in an ab-
stract way. Quantity assignments can concern the abso-
lute values of variables, their derivatives, and deviations.  
The user input consists of facts and assumptions concern-
ing structure and quantities. In particular, this includes 
(observed or assumed) deviations of variables from their 
nominal values (which characterize the goal behavior of 
the system), in our application area, for instance, stating 
that turbidity or iron concentration are too high in a cer-
tain stage of the treatment process. The situation assess-
ment component starts from this constructs a consistent 
model by adding introducibles and revising user assump-
tions respecting the minimality criterion described above. 
Usually, the result is not unique, and there are several 
minimal solutions. In this case, more measurements may 
help to el iminate some of them, and techniques for meas-
urement or test proposal as common in component-
oriented diagnosis. Otherwise (or additionally) the results 
have to be presented to the user and inspected by him or 
her. This raises the issue of explanation generation, espe-
cial ly because the result of the situation assessment con-
tains elements that the user has not mentioned at all, but 
were introduced or inferred by the system.  

5 Ther apy Pr oposal Component  
After having identified the current situation, the question 
arises whether this situation is compliant with the goal 
performance or actions have to be taken to make it com-
pliant. So, the input to therapy proposal is a result of the 
situation assessment and a description of the goals to be 
achieved by remedial actions (i f any). In i ts most general 
form, a therapy would be a sequence of actions that ulti-
mately lead to a system state that is consistent with the 
specified goals and requires planning. In this paper, we 
address only a more specific problem:  

• We assume that the goals can be described by a 
set of quantity assignments (as opposed to com-
plex constraints on several system variables), 
e.g. l imiting iron concentration by a certain 
threshold.  

• A therapy is defined as a set of feasible actions 
that move variables that deviate from their goal 
values in the right direction (without disturbing 
the proper ones) when applied in the current 
situation. For instance, i f the iron concentration 
is too high, then the intermediate goal of a ther-
apy is to reduce it and leave other goal variables 
unchanged. 

Under these assumptions, we can be more specific about 
the input to therapy proposal: 

• The intermediate goals: they can simply be ex-
pressed by the derivatives of goal variables tak-
ing a sign opposite to the deviation of the re-
spective variable. 

• The current situation: this has to include every-
thing as a fact that resulted from the situation as-
sessment step (because we committed to i t) with 
one exception: the derivatives of non-goal vari-
ables have to be turned to assumptions. The rea-
son for this l ies in the fact that we assume the 
actions and their effects are introduced instanta-
neously. Therefore, we have to al low that deriva-
tives change their values (discontinuously) i f in-
fluenced by the actions.  

This is indicated in Figure 5. Since it may be impossible 
to satisfy al l  intermediate goals, we also provide a means 
for dropping some of them. We can achieve this by stat-
ing the strict goals as facts and the defeasible ones as 
assumptions. Then a therapy is identified as a set of ac-
tion triggers that, together with the current situation, 
yields a model that the minimal consistent allowable 
structures in which a maximal set of intermediate goals 
holds. This is quite analogous to the situation assessment 
step (and uses the same diagnosis algorithms), but differ-
ent in that the introducibles are the action triggers. Figure 
5 illustrates the therapy proposal step in a schematic way. 
Minimizing the set of actions will  usually not suffice, and 
one might want to select the one which minimizes the 
cost.  

6 Di scussion 
The decision support system presented here applies proc-
ess-oriented modeling and consistency-based diagnosis to 
perform situation assessment and therapy proposal. It is 
based on a number of assumptions. The most important 
restrictions are due to the static perspective taken: in both 
steps, a solution is sought only by analyzing a snapshot 
of the system.  
The first step determines only the current state rather 
than providing information about the development of a 
disturbance over time. While this seems appropriate as an 
input to therapy proposal which, indeed, has to be applied 
to the current state, one-step therapy may be unrealistic 
for many other applications which may require a se-
quence of interactions. 
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Figure 5 Input and output of the two steps and their  connection  

 
 
At the current state of the project, graphical editors for 
the domain theory and the situation description, the con-
sistency-based problem solver, and a domain theory are 
available, and a first version of the decision support sys-
tem is being implemented. This will  be a highly interac-
tive version which presents inconsistencies to the user 
and lets him guide the search for a consistent model. 
Based on this experiment, a version with automated gen-
eration of consistent solutions will be developed. 
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